


OpNav Contacts

Dr. Lore Prokop Dr. Greg Holt Mike Buttacoli

lorraine.e.prokop@nasa.gov greg.n.holt@nasa.gov michael.buttacoli@nasa.gov

Orion Optical Navigation Orion Optical Navigation Orion Optical Navigation
(OpNav) (OpNav) (OpNav)
Software Lead (former) Project Lead Software Lead (current)

Langley Research Center Johnson Space Center Johnson Space Center




Orion Optical Navigation (OpNav)
Software

o om * Optical still images are processed for
e autonomous spacecraft navigation

* Completes the mission if Earth

communication is lost

| ¥y ‘ * Onboard computed navigation data
s substitutes for nominally provided
ground trajectory course maneuver
updates
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oss of Comm Navigation
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OpNav Passes

spacecraft outbound
spacecraft inbound
moon

earth

Images taken every 30
seconds during dedicated
“OpNav Passes”

* Vehicle slewed to take
measurements

Different Ways to Visualize EM-1 DRO

—

Earth/Moon, 2 Body Rotating Pulsating

DRD ToEarth

@ To Earth

Both coordinate frames show the
same EM-1 trajectory (opening of
launch period)

Earth J2000
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Orion Optical Navigation
(OpNav) System Architecture

Orion Spacecraft Optical
Camera

Camera Controller Vehicle Management Computer

Computer GNC SOP, OpNav SOP, OpNav Commanding

D ibed i
escribe | App Apps (VID) Crew Displays & Controls

Herein ‘

= ‘ OpNav Commanding,
L OpNav Data & images Data Display

Mission Control
Mission Eval Room

FOD Flight Ops
Commanding,
Telemetry Monitoring

* OpNav Software Runs on a Camera Control Computer, external from the primary flight
computers
* 64-bit Linux running Core Flight System (CFS)
* Images taken when commanded by GNC
* Bi-directional communication with GNC software in primary flight computers
* Star tracker data, closed loop exposure adjustments
* Range, bearing, attitude provided in real time
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OpNav Software Basics

* Still images of Moon or Earth are processed to find
apparent angular diameter and centroid in camera focal
plane

* This raw data is transformed into range and bearing angle

measurements using planetary data and precise star tracker
inertial attitude

Moon radius (SVD) = 630.5229 pixels

1100.1963 pixels

Moon center (SVD): row

* Artemis Mission Progression
* Artemis 1 — range/bearing with star tracker attitude
* Artemis 2 — self attitude determination from star centroiding
* Artemis 3 — rendezvous targeting for Gateway

* The measurements are sent to the main flight computer’s
Kalman filter to update the onboard state vector.

* Calibrates and undistorts images in real-time based on
star centroids

Moon center (SVD): column = 1473.042 pixels

* Class A Safety-Critical Software, developed according to
the following process standards:
* NPR 7150.2B
* CMMI Level 3

* 18 month development time for Artemis |
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Orion Optical Navigation
Architecture

OpNav
FileData

Pixelink Camera Pixelink
Drivers, 1/0O Apps OpNav
(64-bit) Camera

OpNav

Application
CFS Application Framework (32-bit)
Inter-task Message Router Sof;ylg_re
(Software Bus — Publish/Subscribe)

External 1/0 Ap|

DEM telem
L DEM cmd
@ OpNavApp & Data K UDPI/O

. % (via Data Util Network) ;
? CFS Core Sarvices WEPC /0 (via R5-422)
(@) CFSReuse Apps

(:J Video System (VID) Apps

(OpNav) Software

* OpNav is Single CFS App at 1 Hz
* Reads images from file
system

* Camera Drivers running in
“non CFS” environment
communicate with CFS
Camera Controller Apps to take
and store images as instructed
by GNC

* Data Sent to/from Orion
onboard network with Custom
Orion CI/TO functioning
Applications




pnav Software

To/From External
Interfaces

OpNav_ImgProc
OpNav_ImgcCal

OpNav_Common

OpNav_CFS_App

OpNav_FileData

OpNav_ImgAtt

{CSCI 1. ImgProc }
[CSCI 4: CFS_App }

CSCI 5: FileData

CSCI 2: ImgcCal N

(CSCI 3: Common
Utilities

CSCl 6: ImgAtt

ImgProc Pertorms calculations necessary to produce range and bearing information to a target
planetary body from optical image data.

ImgCal analyzes star field image data to produce data that characterizes image distortions and
camera alignment adjustments. It also includes object centroiding.

Common provides utility functions and math libraries needed as service routines to the other
CSCl's. It also provides image processing utilities, interpolation functions, sorting, and ephemeris
calculations.

CFS_App is the outermost application running part of the CFS framework, serves as the overall
driver for optical navigation and calibration functionality, implements external interfaces, manages
global data, and provides real-time control.

FileData consists of files and/or tables of data both needed as well as produced by CSCls which are
delivered along with the flight software. This CSCI excludes files and data used for verification.
Data used for verification will be outlined in the OpNav software Verification Plan, Procedures, and
Report document.

ImgAtt performs on-demand attitude determination and star identification based on images
exposed to show stars. The images may contain extended objects in the field of view such as the
Earth or Moon, or other non-stellar objects.




Tests Performed &
Documented Herein

Verification Tests

* Combines unit, functional,
integrated and off-nominal
tests for SRS level
verification and full code
coverage testing

* Tests Performance against
Specifications/Tolerances

Off-Nominal Tests

Code Inspections
* Team manual

Static Code Analysis
* UCC, Cppcheck,
Understand tools

—-G)Nav App

~

Test Framework Capabilities

Integrated CFS Tests

* Python test framework
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» To/From External Interfaces:
* CFS Software Bus
* File System (CSCI 5: FileData)

* UTAssert test framework

}Unit/Coverage Tests

| Unit/Coverage Tests
Functional Tests
* Python test framewor

k

ﬂlerification Tests\
4 )

o

Test Input \

Functional Tests

ﬂthon Test Framework \

s

\

Trajectory File

™

FCM Simulator

4

Controllers -
(csv)

\

Integrated Tests

~\

J

%

Edge Image
Generation

Truth Data

r

Unit Tests

\

K&(UTASSEH Framework) y

N\

Verification
Images

| OpNav App I

CFS Framework

Hot Pixel Data

(Nominal &
Off-Nominal)

[

Live Sky Images

Star Catalog




OpNav Software Test
Campaign

» Key performance requirements on accuracy of
calibration, undistortion, range/bearing, and
attitude drove test success criteria

 No output data allowed out of spec Flight Software Size (SLOC)

Test Software Size (SLOC)

¢ BEtter to NOT prOVide OUtpUt; than prOVide Individual Pass/Fail Test Cases (Total)
output out of tolerance Unit Test Cases
« Test campaign consisted of the following e T e o
¢ Lifecycle reviews (SDP, SRS, PDR/CDR, VTR, TRR) Nominal Synthetic Test Images
e Unit testing Off Nominal Test Images

¢ 100% Multiple Condition Coverage — Utassert / gcov
Code inspections & static code analysis
Verification testing — synthetic imagery

* Generated with EDGE tool Software Development Plan (SDP)

e Verification test peer reviews Software Requirements Specification

* Extensive nominal and off nominal test cases (csi? | Design Review (COR)

. ritical besign Review

Robt{stness jcestlng ] ) Verification Test Review (VTR)
Continuous Integration & regression Test Readiness Review (TRR)
Integration testing — higher fidelity labs

Validation — final validation with actual imagery in-
flight during outbound leg of Artemis |

Code Inspections




File Help
Test Settings Unit/Functional/CFS Test|

REFRESH >

List ¢ | Selected Script Parameters

SHOW LOG
PARAMETER




Verification Test Review
Portfolio

=1 OpNav._Verification_Test_Po df - Adobe Acrobat Pro DC I
File Edit View Win

Hom Document

8. SDP.paif
VT-009)

Verification Test VT-010-038

ImgProc Accuracy Denver Livesky Moon Images

Rebecca Johanning
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Sample OpNav Synthetic Test Imagery

Nominal Images
expected during ) )

mission timeline

) )
) Multiple
) phases and

exposures

Sample Off Nominal Images
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Lessons Learned
Q QrSd@m’rM\aéaalmuh Autoc§de and quickly chose to hand code for tighter control,

optimization, readability / maintainability, and better control of testing for off-nominal conditions

* Learning to code in “C” with engineers experienced only on Matlab was *not* a big schedule or learning curve
hit, team adapted quickly and easily

Should have initially used Doxygen to link code to SDD, and generate certain SDD sections — corrected in
next release

Should have used CCDD tool so Requirements & Test Matrix for Commands/Telemetry maintained
synchronization with code rather than maintaining by hand — initially thought project “too small”

Began notion of “Incremental Verification Test Reviews (VTR)” - was a very valuable process addition,
peer reviewed each individual verification test with entire group/stakeholders as each test was
completed -- spanned over 8 months of time

* Added an additional useful formal review prior to TRR called “VTR”, Verification Test Review at end to recap all
prior “Incremental Verification Test Reviews”

Code inspections were very value added on this project - if *right people* involved with devoted time
* Static analysis tools unable to find what was *missing* from code

Schedule should allow for slack/risk introduced with Class A flight certifying first-time/new technology
(crossed many TRL levels rapidly on this project 3 —8)

Testing, yet again, was underscoped. This time took 4x SLOC that of flight code, planned for 2x
* Should have standard CFS test framework rather than re-invent every time (believe in work at JSC)
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Conclusions

* OpNav will be the first autonomous safety-critical
onboard navigation system

* OpNav was developed for the Orion Artemis Missions
* Artemis | — Range/bearing
* Artemins Il - self attitude determination added
* Artemis lll — automated rendezvous targeting for Gateway

* OpNav was developed as Government Furnished
Equipment (GFE), and is available US Release



https://software.nasa.gov/software/MSC-26456-1
https://software.nasa.gov/software/MSC-26456-1
https://software.nasa.gov/software/MSC-26456-1
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